# Module 5: Assignment 1 – Classification Trees

## Kellie McLiverty

### Assignment Needs & Data Importation

Libraries needed for Assignemnt

library(tidyverse)

## -- Attaching packages -------------------------------------------------------------------------------------- tidyverse 1.2.1 --

## v ggplot2 3.1.0 v purrr 0.2.5  
## v tibble 1.4.2 v dplyr 0.7.8  
## v tidyr 0.8.2 v stringr 1.3.1  
## v readr 1.2.1 v forcats 0.3.0

## -- Conflicts ----------------------------------------------------------------------------------------- tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(caret)

## Warning: package 'caret' was built under R version 3.5.2

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(nnet)

## Warning: package 'nnet' was built under R version 3.5.2

parole <- read\_csv("parole.csv")

## Parsed with column specification:  
## cols(  
## male = col\_double(),  
## race = col\_double(),  
## age = col\_double(),  
## state = col\_double(),  
## time.served = col\_double(),  
## max.sentence = col\_double(),  
## multiple.offenses = col\_double(),  
## crime = col\_double(),  
## violator = col\_double()  
## )

### Converting data to factors & setting training/testing data

#converting data into male or female  
parole = parole %>% mutate(male = as\_factor(as.character(male))) %>%  
mutate(male = fct\_recode(male,  
"Female" = "0",  
"Male" = "1"  
))  
  
#converting race into White or otherwise  
parole = parole %>% mutate(race = as\_factor(as.character(race))) %>%  
mutate(race = fct\_recode(race,  
"White" = "1",  
"Otherwise" = "2"  
))  
  
#converting states  
parole = parole %>% mutate(state = as\_factor(as.character(state))) %>%  
mutate(state = fct\_recode(state,  
"Any Other State" = "1",  
"Kentucky" = "2",  
"Louisiana" = "3",  
"Virginia" = "4"  
))  
  
#converting Crimes  
parole = parole %>% mutate(crime = as\_factor(as.character(crime))) %>%  
mutate(crime = fct\_recode(crime,  
"Any Other Crime" = "1",  
"Larceny" = "2",  
"Drug-related crime" = "3",  
"Driving-related crime" = "4"  
))  
  
#converting Multiple Offenses  
parole = parole %>% mutate(multiple.offenses = as\_factor(as.character(multiple.offenses))) %>%  
mutate(multiple.offenses = fct\_recode(multiple.offenses,  
"Otherwise" = "0",  
"Incarcerated for multiple offenses" = "1"  
))  
  
#converting parole  
parole = parole %>% mutate(violator = as\_factor(as.character(violator))) %>%  
mutate(violator = fct\_recode(violator,  
"Completed the parole without violation" = "0",  
"Violated the parole" = "1"  
))

For this assignment, we’ll start by splitting the data into training and testing, using a random number seed of 12345.

set.seed(12345) #sets random number seed for cross validation  
train.rows = createDataPartition(y = parole$violator, p=0.7, list= FALSE)  
train = parole[train.rows,]  
test = parole[-train.rows,]

Now we will be creating a neural network to predict parole violation.

start\_time = Sys.time() #for timing  
fitControl = trainControl(method = "cv",   
 number = 10)  
  
nnetGrid <- expand.grid(size = 12, decay = 0.1)  
  
set.seed(1234)  
nnetBasic = train(violator ~ .,   
 parole,  
 method = "nnet",  
 tuneGrid = nnetGrid,  
 trControl = fitControl,  
 verbose = FALSE,  
 trace = FALSE)  
  
end\_time = Sys.time()  
end\_time-start\_time

## Time difference of 3.145116 secs

nnetBasic

## Neural Network   
##   
## 675 samples  
## 8 predictor  
## 2 classes: 'Completed the parole without violation', 'Violated the parole'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 608, 607, 609, 607, 607, 607, ...   
## Resampling results:  
##   
## Accuracy Kappa   
## 0.8799266 0.3222643  
##   
## Tuning parameter 'size' was held constant at a value of 12  
##   
## Tuning parameter 'decay' was held constant at a value of 0.1

This model returned final size of 12 and decay of 0.1 with an accuracy of 88%. We will next take this model and make predictions on who will violate parole, and take a look at the quality of this model.

#Predictions   
predNetBasic = predict(nnetBasic, train)  
  
  
#Confusion matrix  
confusionMatrix(predNetBasic, train$violator, positive = "Completed the parole without violation")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Completed the parole without violation  
## Completed the parole without violation 409  
## Violated the parole 9  
## Reference  
## Prediction Violated the parole  
## Completed the parole without violation 24  
## Violated the parole 31  
##   
## Accuracy : 0.9302   
## 95% CI : (0.9034, 0.9515)   
## No Information Rate : 0.8837   
## P-Value [Acc > NIR] : 0.0005254   
##   
## Kappa : 0.6149   
## Mcnemar's Test P-Value : 0.0148061   
##   
## Sensitivity : 0.9785   
## Specificity : 0.5636   
## Pos Pred Value : 0.9446   
## Neg Pred Value : 0.7750   
## Prevalence : 0.8837   
## Detection Rate : 0.8647   
## Detection Prevalence : 0.9154   
## Balanced Accuracy : 0.7711   
##   
## 'Positive' Class : Completed the parole without violation  
##

As we can see from the confusion matrix, this model reports back an accuracy of roughly 93% with a P-Value that is less than 0.05. This model has high sensitivity of 0.9785 and moderate specificity of 0.5636, which does indicate there is a bit of quality lacking in this model. The tradeoff would be to change the threshold to see if that would improve the model’s quality, but we will leave it like this for now.

Considering that our naive accuracy and the accuracy of our model were about the same, we may see some overfitting of the data that we will look at later with the predictions of the testing data.

Now, let’s take a look at another neural network with different parameters to see what the models return. Give this a moment to run.

start\_time = Sys.time() #for timing  
fitControl = trainControl(method = "cv",   
 number = 10)  
  
nnetGrid = expand.grid(size = seq(from = 2, to = 12, by = 1), #rule of thumb --> between # of input and # of output layers  
 decay = seq(from = 0.1, to = 0.5, by = 0.1))  
set.seed(1234)  
nnetFit = train(violator ~ .,   
 parole,  
 method = "nnet",  
 trControl = fitControl,  
 tuneGrid = nnetGrid,  
 verbose = FALSE,  
 trace = FALSE)  
  
end\_time = Sys.time()  
end\_time-start\_time

## Time difference of 1.192369 mins

nnetFit

## Neural Network   
##   
## 675 samples  
## 8 predictor  
## 2 classes: 'Completed the parole without violation', 'Violated the parole'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 608, 607, 609, 607, 607, 607, ...   
## Resampling results across tuning parameters:  
##   
## size decay Accuracy Kappa   
## 2 0.1 0.8786362 0.2808107  
## 2 0.2 0.8844734 0.2505248  
## 2 0.3 0.8875482 0.2893015  
## 2 0.4 0.8830473 0.1908547  
## 2 0.5 0.8860770 0.2246442  
## 3 0.1 0.8741333 0.2253701  
## 3 0.2 0.8814663 0.2499874  
## 3 0.3 0.8830021 0.2309008  
## 3 0.4 0.8875030 0.2722987  
## 3 0.5 0.8860544 0.2145919  
## 4 0.1 0.8742019 0.2642470  
## 4 0.2 0.8831577 0.2712408  
## 4 0.3 0.8815315 0.2371564  
## 4 0.4 0.8845173 0.2270156  
## 4 0.5 0.8875249 0.2365337  
## 5 0.1 0.8637295 0.2296724  
## 5 0.2 0.8904661 0.3322049  
## 5 0.3 0.8785677 0.2017872  
## 5 0.4 0.8815315 0.2030407  
## 5 0.5 0.8830021 0.2072619  
## 6 0.1 0.8815767 0.3131278  
## 6 0.2 0.8815980 0.2815706  
## 6 0.3 0.8859433 0.2340951  
## 6 0.4 0.8859659 0.2383317  
## 6 0.5 0.8889064 0.2211595  
## 7 0.1 0.8771197 0.2523629  
## 7 0.2 0.8904661 0.2863545  
## 7 0.3 0.8918476 0.2948277  
## 7 0.4 0.8918921 0.2729689  
## 7 0.5 0.8859878 0.2299659  
## 8 0.1 0.8711030 0.2735820  
## 8 0.2 0.8948327 0.3454710  
## 8 0.3 0.8890401 0.2876919  
## 8 0.4 0.8889955 0.2593342  
## 8 0.5 0.8918921 0.2740002  
## 9 0.1 0.8681186 0.2856987  
## 9 0.2 0.8874132 0.3232810  
## 9 0.3 0.8859878 0.2602482  
## 9 0.4 0.8903770 0.2491088  
## 9 0.5 0.8904216 0.2512283  
## 10 0.1 0.8784354 0.3540449  
## 10 0.2 0.8783895 0.2688093  
## 10 0.3 0.8859872 0.2796955  
## 10 0.4 0.8874584 0.2508432  
## 10 0.5 0.8889510 0.2588275  
## 11 0.1 0.8740449 0.2999131  
## 11 0.2 0.8829123 0.3270906  
## 11 0.3 0.8919813 0.2982609  
## 11 0.4 0.8874804 0.2533419  
## 11 0.5 0.8918921 0.2640208  
## 12 0.1 0.8830686 0.3401095  
## 12 0.2 0.8861209 0.2886209  
## 12 0.3 0.8845392 0.2740419  
## 12 0.4 0.8859207 0.2373754  
## 12 0.5 0.8873913 0.2138910  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were size = 8 and decay = 0.2.

plot(nnetFit)

![](data:image/png;base64,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)

This new model returned with a final size of 8 and decay of 0.2. We now want to see how this model will make predictions on the training and testing data.

predNet = predict(nnetFit, train)  
  
confusionMatrix(predNet, train$violator, positive = "Completed the parole without violation")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Completed the parole without violation  
## Completed the parole without violation 410  
## Violated the parole 8  
## Reference  
## Prediction Violated the parole  
## Completed the parole without violation 30  
## Violated the parole 25  
##   
## Accuracy : 0.9197   
## 95% CI : (0.8914, 0.9425)   
## No Information Rate : 0.8837   
## P-Value [Acc > NIR] : 0.0068328   
##   
## Kappa : 0.5269   
## Mcnemar's Test P-Value : 0.0006577   
##   
## Sensitivity : 0.9809   
## Specificity : 0.4545   
## Pos Pred Value : 0.9318   
## Neg Pred Value : 0.7576   
## Prevalence : 0.8837   
## Detection Rate : 0.8668   
## Detection Prevalence : 0.9302   
## Balanced Accuracy : 0.7177   
##   
## 'Positive' Class : Completed the parole without violation  
##

Looking at the confusion matrix for the nnetfit model, we can see we have a slight decrease in accuracy between the two models, in which nnetfit has an accuracy of 92%. We also see a slight decrease in the sensitivity 0.9809 and specificty 0.4545 of the model.

Predictions on testing set nnetBasic

predTest1 = predict(nnetBasic, newdata = test)  
head(predTest1)

## [1] Completed the parole without violation  
## [2] Completed the parole without violation  
## [3] Completed the parole without violation  
## [4] Completed the parole without violation  
## [5] Completed the parole without violation  
## [6] Completed the parole without violation  
## Levels: Completed the parole without violation Violated the parole

confusionMatrix(predTest1,test$violator, positive = "Completed the parole without violation") #predictions first then actual

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Completed the parole without violation  
## Completed the parole without violation 178  
## Violated the parole 1  
## Reference  
## Prediction Violated the parole  
## Completed the parole without violation 16  
## Violated the parole 7  
##   
## Accuracy : 0.9158   
## 95% CI : (0.8687, 0.9502)   
## No Information Rate : 0.8861   
## P-Value [Acc > NIR] : 0.108358   
##   
## Kappa : 0.4174   
## Mcnemar's Test P-Value : 0.000685   
##   
## Sensitivity : 0.9944   
## Specificity : 0.3043   
## Pos Pred Value : 0.9175   
## Neg Pred Value : 0.8750   
## Prevalence : 0.8861   
## Detection Rate : 0.8812   
## Detection Prevalence : 0.9604   
## Balanced Accuracy : 0.6494   
##   
## 'Positive' Class : Completed the parole without violation  
##

From this confusion matrix, we can see an accuracy of 92% of this model with a Sensitivity of 0.9944 and Specificity of 0.3043. It is interesting to note that the p value for the testing data in this model is above 0.05 and we have a naive accuracy of 89%. The accuracy of the testing data is slightly lower than the training data model.

Predictions on testing set For Model nnetFit

predNettest = predict(nnetFit, newdata = test)  
head(predNettest)

## [1] Completed the parole without violation  
## [2] Violated the parole   
## [3] Completed the parole without violation  
## [4] Completed the parole without violation  
## [5] Completed the parole without violation  
## [6] Completed the parole without violation  
## Levels: Completed the parole without violation Violated the parole

confusionMatrix(predNettest,test$violator, positive = "Completed the parole without violation") #predictions first then actual

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction Completed the parole without violation  
## Completed the parole without violation 176  
## Violated the parole 3  
## Reference  
## Prediction Violated the parole  
## Completed the parole without violation 16  
## Violated the parole 7  
##   
## Accuracy : 0.9059   
## 95% CI : (0.857, 0.9424)   
## No Information Rate : 0.8861   
## P-Value [Acc > NIR] : 0.222456   
##   
## Kappa : 0.3816   
## Mcnemar's Test P-Value : 0.005905   
##   
## Sensitivity : 0.9832   
## Specificity : 0.3043   
## Pos Pred Value : 0.9167   
## Neg Pred Value : 0.7000   
## Prevalence : 0.8861   
## Detection Rate : 0.8713   
## Detection Prevalence : 0.9505   
## Balanced Accuracy : 0.6438   
##   
## 'Positive' Class : Completed the parole without violation  
##

The testing data for this model returned an Accuracy of 91%, Sensitivity of 0.9832 and Specificity of 0.3043. This model also shows the naive model being around 88% accurate and a p value of over 0.05. The testing data of this model shows a 2% decrease in accuracy of the model.

Looking over these two models, the nnetFit model appears to be the better model to avoid overfitting the data. Without adjusting the threshold for the nnetBasic dataset, I feel that this model may be closer to overfitting the data, especially with such a high sensitivity score.